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Resumo: A proposta deste estudo experimental controlado e aleatorizado foi analisar a especificação de requisitos 
funcionais. Avaliaram-se os possíveis impactos do método de notação de modelagem de processo no nível de ambiguidade 
presente na especificação em linguagem natural. As notações foram utilizadas como instrumento para manifestar as 
necessidades do usuário quanto ao processo de compra em aplicações de comércio eletrônico - caso de uso típico de 
sistemas de informação empresarial. A partir de um protótipo de baixa fidelidade, que representa o processo de compra 
numa loja virtual, 43 estudantes de graduação em ciência da computação foram agrupados de acordo com as notações 
desempenhadas: grupo controle linguagem natural (GC); grupo experimental máquina de estados finitos (GEMEF); 
e o grupo experimental notação combinada (GENC), que utilizou anotação manual de papéis semânticos baseados 
em máquina de estados finitos. Foi utilizado o conceito que trata da ambiguidade como informações inconsistentes 
que levam a múltiplas interpretações do documento de especificação dos requisitos funcionais. Pela técnica de leitura 
baseada em teste, associada à utilização da métrica de qualidade apropriada, foi conduzida uma análise de variância 
de fator único com delineamento completamente casualizado para saber se o método de notação, como fator primário, 
afeta o nível de ambiguidade. A comparação intergrupo sugere que: a notação combinada é o melhor método para 
reduzir o nível de ambiguidade da especificação de requisitos; e que a especificação de requisitos expressa em máquina 
de estados finitos gera o maior o nível de ambiguidade dentre as notações avaliadas. No entanto, estas tendências não 
são estatísticamente significativas. De forma geral, observou-se que a variável independente, método de notação, não 
afeta o nível de ambiguidade do processo descrito na especificação de requisitos funcionais.
Palavras-chave: Gestão de sistemas de produção; Processos de negócio; Especificação de requisitos; Nível de 
ambiguidade.

Abstract: The aim of this controlled and randomized experimental study was to analyze the functional requirement 
specification. The possible impacts of process modeling notation method in the ambiguity level of natural language 
specification were evaluated. The notations were used as a tool to express the user’s needs about buying process in 
e-commerce applications - typical Enterprise Information System use case. From a low-fidelity prototype, that represents 
the purchasing process in a virtual store, 43 undergraduate computer science students were grouped according to the 
notations performed: natural (Brazilian Portuguese) language control group (CG); finite state machine experimental 
group (FSMEG); and combined notation experimental group (CNEG) that used manual annotation of semantic roles 
based on finite state machine. It was used the concept that deals with ambiguity as inconsistent information that leads 
to multiple interpretations of functional requirement specification document. By a Test-based Reading technique, 
associated with the use of appropriate quality metric, a one-way analysis of variance (completely randomized design) 
was conducted to know if notation method, as a primary factor, affects the ambiguity level. The inter-group comparison 
suggests that: combined notation is the best method to minimize ambiguity levels in requirement specification; and 
that requirement specification expressed in finite state machine generates the higher ambiguity level among assessed 
notations. However, these trends are not statistically significant. Generally, it was observed that the independent variable, 
notation method, does not affect the ambiguity level in the process described in the functional requirement specification.
Keywords: Management of production systems; Business processes; Requirements specification; Ambiguity level.
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1 Introduction
How can user’s needs be translated to a programming 

language? In agile methodology, the user stories used 
to specify requirements serve to guide the system 
development throughout its life cycle. However, 
considering the principles of classical methodology, 
the requirements specification happens in early and 
well-defined stage of systems development process 
(Leffingwell, 2011; Cohn, 2004). Regardless of 
adopted methodology for system development, usually 
the requirements are specified with an ambiguous 
language – the natural language (NL).

It is possible to analyze the NL ambiguity from 
two different perspectives. On the one hand, the 
ambiguity can be considered a benefit that motivates 
dialectics, ensuring the philosophical thinking accuracy. 
On the other hand, through the scientific perspective 
adopted in this study, the ambiguity phenomenon 
is an adverse factor that affects the requirements 
specification (Piantadosi et al., 2012; Raffin, 2009; 
Walia & Carver, 2009; Sutcliffe et al., 1999; Card, 
1998). To get rid of ambiguity, in this context, 
represents an important step to fill a gap between 
the business model and the processes automation. 
The benefit of semantic annotation for this purpose 
is notorious for making the process executable by 
machine. An example is reported within the semantic 
business process modeling (SBPM) where there is an 
integration between model and metamodel to form an 
ontology that defines the semantic roles (Yan, 2007; 
Lautenbacher et al., 2008).

The problem in the intrinsic NL’s ambiguity can make 
the organization knowledge flow difficult between the 
parties engaged in the process. This communication 
gap is especially harmful in an enterprise information 
system (EIS) development, because there is a close 
relation between the business logic model (BLM) and 
the code that provides the system. Therefore, to the 
user figure as a stakeholder, bears, for association, the 
roles of business user and system user. This complex 
user role needs means that enable its integration to 
the development process (Coughlan & Macredie, 
2002; Coughlan et al., 2003; Van Grondelle et al., 
2010; Jørgensen et al., 2007; Carvalho et al., 2010, 
2011, 2012).

From all this considerations that assume the 
ambiguity as a problem to be solved, derives the 
following question which motivate this research: 
How to reduce the ambiguity level in the functional 
requirements specification predicted in the development 
process of enterprise information systems?

The general objective of this research is to analyze 
the effect of process modeling notation method in the 
ambiguity level of specification of EIS’s functional 
requirements. The specific objectives were: (i) to 
identify the data distribution profile related to the 
ambiguity level of specification of EIS’s functional 

requirements; (ii) to propose a combined notation 
method for processes modeling; (iii) to apply the 
combined notation method on the business process 
modeling; (iv) to compare the effect of the process 
modeling notation method in the ambiguity level of 
requirements specification.

2 Notation methods for business 
process modeling
It is known that formal notation shows a potential 

reduction of ambiguity inherent to the NL and 
the restriction imposed by the deterministic finite 
automatons (DFA’s), as the finite state machine (FSM), 
reduces the description potential of NL (Lopes, 2008; 
Menezes, 2008a; Hopcroft et al., 2003). However, it 
is necessary to create mechanisms to extract the value 
of the expressed requirements in NL. For this value 
to be appropriately recognized in the information 
system universe it is necessary to facilitate the 
knowledge flow between the consumers and other 
parts interested in the process, stimulating the dialogue 
to improve the organizational processes continuously 
(Coughlan & Macredie, 2002; Coughlan  et  al., 
2003; Van Grondelle et al., 2010; Jørgensen et al., 
2007; Piantadosi  et  al., 2012; Leffingwell, 2011; 
Carvalho et al., 2010, 2011, 2012).

Within the EIS’s, where the consumer role is 
empowered by the business and system user figures, 
its active participation in the productive process 
is essential in the pursuit of the business mission 
(Kotler et al., 2012).

The behavior driven development (BDD), forseen 
in the agile methodology, enables the directed 
testing implementation from the user’s necessity 
expressed by the triad Given-When-Then (GWT). 
In this context, the direct connection “client’s 
necessity-information system (IS)” would spare the 
need of the BLM formalization with a modeling 
notation. Actually, the BLM would be implicit in the 
GWT triad predicted on BDD. This fact is due to the 
possible analogy between the triad and formal FSM 
notation, where Given would be a state, When an 
action and Then the resulting state. The GWT triad 
would, therefore, characterize a kind of combined 
notation (CN) which restricts the NL with the FSM 
disguised by the GWT structure. However, the NL 
used to manifest the client’s needs, can affect, with 
its inherent ambiguity, knowledge flow quality both 
on the translation that occurs on the axis “BLM-IS” 
and on the direct connection “client’s needs-IS”. 
Therefore, business language driven development 
(BLDD), conceptual model that comes from the 
BDD, had as an additional proposition the use of 
graph representation. This representation contributes 
to promote the direct connection “client’s need–IS”, 
seeking to preserve the knowledge flow quality and 
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a closer relation description-code (Carvalho et al., 
2010, 2011, 2012; Turnquist, 2011).

2.1 Natural language
It should be ensured the means that support the 

user’s communication with the other actors of the 
business/system development process. However, the 
problem of NL’s ambiguity is a limiting factor for this 
communication. The challenge in promoting the user’s 
involvement in the knowledge modeling is represented 
by the lack of user’s training in the formal knowledge 
representation techniques (Van Grondelle et al., 2010; 
Carvalho et al., 2010, 2011, 2012).

The controlled NL is a method that helps reducing 
the ambiguity level of NL, collaborating to the user’s 
inclusion in the knowledge life cicle (Ross, 2009; Van 
Grondelle et al., 2010). Besides this method, some 
automated approaches that use the natural language 
processing (NLP) also contribute for this reduction 
(Jurafsky & Martin, 2000; Manning & Schütze, 2000; 
Bird et al., 2009).

2.2 Finite state machine
The FSM is used as a notation method for business 

process modeling (Van der Aalst, 2011). It’s a DFA 
composed by a quintuple M = (Q, Σ, δ, q0, F). 
Where: Q is the set of states; Σ is the set of actions 
or entries; δ is the set of transitions; q0 is the initial 
state; F is the final state (Jurafsky & Martin, 2000).

Besides its formal representation, the FSM can be 
symbolized by a graph or by a state transition table. 
In the first case, the automaton is represented by a 
graph G(V, A), where V is a non-empty and finite 
set of vertices (nodes) and A is an ordered pairs 
of V, called edges (arcs). The kind of graph that 
represents a FSM is a directed graph, because the 
edges have an associated direction. An arrow in the 
graph representation indicates this direction. In the 
second case, the automaton can be represented by a 
state transition table, composed by the states, arranged 
in the lines, and through the entries (actions) arranged 
in columns (Jurafsky & Martin, 2000; Hopcroft et al., 
2003; Menezes, 2008b).

2.3 Combined notation
Some languages are, potentially, more ambiguous 

than others. In an extreme, the formal process 
modeling notations, like the FSM and the Petri net, 
have a quite defined semantics and, therefore, tend 
to be less ambiguous. In the other extreme, the NL 
presents itself with a lot of inherent ambiguity. It is 
believed that the NL’s substitution by a formal notation 
could contribute for a considerable reduction in the 
ambiguity level in system requirement specification. 

Although, this substitution could affect, in a harmful 
way, the comprehension. Therefore, it is suggested 
that the best approach would be the combination of 
NL with formal notations. So, the advantages of both 
languages – natural and formal – could be preserved. 
With the application of this combined notation method, 
that characterizes itself by NL’s restriction with the 
use of a formal process modeling notation, there is 
likely to be a balance between the NL’s comprehension 
and the ambiguity reduction potential through the 
formal notation (Davis et al., 1993).

What is proposed to CN is the description of the 
process in NL with manual annotation of semantic roles. 
The set of semantic roles proposed was constituted 
by the labels predicted in the FSM formal notation 
(initial_state, state, action) and by the delimiter 
“end”, used to indicate the end of the previous label 
coverage. The labels were assigned to the syntagmas 
that feature, indeed, the process (figure 1). The point 
was to verify if the executable semantics of this formal 
notation – metamodel – make the non-ambiguous 
information recover possible (Oren  et  al., 2006; 
Van der Aalst, 2011; Lautenbacher  et  al., 2008). 
This way, instances of the state and action classes 
can be identified in text snippets. The labels were 
attributed in the LibreOffice Writer (Version: 4.2.4.2) 
text editor with the command Insert > Comment or 
through the shortcut Ctrl + Alt + C (LibreOffice, 2013).

Figure 1. Low-fidelity prototype of the buying process in a 
virtual store: graph representation of a Finite State Machine 
– experimental study. Note: translation in parentheses.
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3 Perspective-based reading
It’s a reading technique used in system inspection, 

which aim is to analyze a software description 
from stakeholders perspective to identify fails. 
The perspective-based reading (PBR) is systematic, 
focused, customizable and capable of improving 
from the application and training experience. It can 
be used to inspect various document types, including 
requirement specifications, code and project models. 
It was created to reduce human influence in inspection 
results. Experimental researches suggest that the PBR 
technique is significantly more effective in relation 
to traditional reading techniques as checklist-based 
reading and the ad-hoc reading (Lahtinen, 2012).

The main idea of the PBR technique is to inspect 
a document from different reviewers perspectives. 
In PBR the perspectives come from the interested parts, 
that is, the most relevant people during the project life 
cycle. The reason to adopt distinctive perspectives is 
the probability that a document will be best in quality 
when the interested parts do not detect any defect 
on it. Typical perspectives for the inspection of a 
requirement specification document could include 
the designer, tester and/or user perspective. Because 
each reader is responsible for only one document 
point of view, any potential mistake is rigorously 
analysed. When only one perspective is chosen, the 
reviewers tend to use their specific knowledge in a 
more natural way, and therefore, more effective. On the 
other hand, when the reviewers evaluate multiple 
perspectives simultaneously, they are assigned to 
the most appropriate perspective (Lahtinen, 2012). 
For each one of these perspectives there is a specific 
form with a series of related questions that guide the 
reading. This way, when using different perspectives 
there would be a better comprehension of the defects, 
once the aspects related to each perspective could be 
identified in a more effective way (Basili et al., 1996; 
Sørumgård, 1997; Shull et al., 2000; Sommerville, 
2007a).

The defects identified by the PBR are the following: 
missing information; ambiguous information; incorrect 
fact; extraneous information; and others (Sørumgård, 
1997). It’s a customizable technique because it allows 
the reviewers – developers, testers and users – to 
adequate to the desired purpose (Shull et al., 2000). 
Nevertheless, in this paper scope, the only used 
perspective was the test one. The called Test-based 
Reading (TBR) is focused in aspects related to the 
systems testability, from the information that is 
presented in the requirement specification (Basili et al., 
1996). A PBR scenario is an instruction document 
with a few pages. For each perspective, one or more 
scenarios are written so the reviewers could fulfill 
specific and reproducible actions, besides responding 
to a set of questions to identify defects (Lahtinen, 

2012). A scenario is made of three parts: introduction, 
instructions and questions.

4 Methodology
4.1 Target population

This experimental research was conducted with a 
sample of 43 subjects obtained from a target population 
constituted by undergraduate students in Technology 
in Systems Analysis and Development/Information 
Systems from Instituto Federal de Educação, Ciência e 
Tecnologia Fluminense (IFF) in the years 2013/2014. 
The mentioned courses are related to the “Computer 
Science” area, as classified by the Coordenação 
de Aperfeiçoamento de Pessoal de Nível Superior 
(CAPES).

4.2 Dependent variable
The dependent variable chosen was the ambiguity 

level in the specification of the functional system 
requirements. The choice of this variable, which in 
this study was designated simply by ambiguity level, 
is due to many factors. Among them, it is possible 
to highlight the following: (a) the non-ambiguous 
specification is one of the criteria of quality in 
the requirement description predicted in the 
software/systems development process (Davis et al., 
1993). So, it is recommended that the requirement 
specification to be non-ambiguous (IEEE, 1998); 
(b) the availability of a specific reading technique 
of the requirement specification in NL with the 
purpose of identifying defects, designated by PBR 
(Basili, 2013; Sørumgård, 1997; Lanubile  et  al., 
1998); (c) the requirement specification ambiguity 
is broadly reported in the scientific literature as a 
problem in software/system development process 
(Walia & Carver, 2009; Sutcliffe et al., 1999; Card, 
1998); (d) the ambiguity is described as a kind of 
defect subject to identification from the use of the 
PBR technique (Sørumgård, 1997); (e) after the 
ambiguous requirement identification, it is possible 
to measure the ambiguity level from a quality metric 
applicable to the software requirement specification 
(Bokhari & Siddiqui, 2011).

As the recommendation is that the software 
requirement specification is non-ambiguous, the 
quality metric reported in the scientific literature, 
which demonstrates adequacy to this purpose is:

/a ui rQ n n= 	 (1)

where nui is the requirement number to which all the 
reviewers (testers) presented identical interpretations; 
and nr is the total requirements number.

The requirement unit was defined by the transition 
of FSM because it contains a testable state-action-state 
triad. This way, it was possible to obtain the percentage 
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of the requirements interpreted in only one way by 
all testers. The reference values of Equation 1 are 
presented in an interval scale Qa which varies from 
0 (zero) to 1 (one), where the values closer to 0 (zero) 
represent non-ambiguous requirements; and the values 
closer to 1 (one) represent ambiguous requirements.

4.3 Independent variable
The independent variable used in this study was 

process modeling notation method. Different methods 
were applied during the specifications description of 
the system functional requirements. This variable was 
designated simply by the term notation method and 
presented 3 levels: NL, FSM and CN. Because it is a 
non-artificial language, the NL was used as the first 
level of the independent variable. The other notations, 
with artificial characteristics, were attributed to the 
FSM and CN’s levels.

FSM is the most basic formal notation of process 
modeling (Jurafsky & Martin, 2000). The third 
level of notation method, designated by CN, was 
composed by a notation combination. This combination 
characterizes itself by the label attribution of FSM 
to the NL’s description. This manual annotation of 
semantic roles was destined to the NL’s syntagms that 
were considered relevant by the following aspects: 
(1) they characterized the process requirements; 
and (2) they are subject of characterization by the 
quintuples labels M that composes the FSM notation.

The referred variable choice was motivated by 
the following factors: (a) it is believed that the NL 
substitution for a formal notation like the FSM reduces 
considerably the ambiguity level in the software 
requirement specification. As this effect occurs over the 
comprehensibility, it is recommended a combination 
between the NL with more formal languages like the 
FSM. Therefore, the advantages of natural and formal 
languages are preserved (Davis et al., 1993); (b) it is 
suggested that, in NL, there is an inherent ambiguity 
and that the use of the FSM language presents itself 
as an effect the reduction of the intrinsic ambiguity 
level, by the fact that it demonstrates a well-defined 
semantics (Davis et al., 1993; IEEE, 1998); (c) during 
the phase of requirement specification there are two 
common mistakes: the ones resulting of not knowing 
the requirements and those resulting by not knowing 
how to specify them adequately (Davis et al., 1993; 
Sommerville, 2007b). So, the proposal of CN as a 
notation method, is to demonstrate the feasibility of 
specifying the requirements adequately concerning 
to the ambiguity level.

4.4 Pilot-study
It was performed a populational pilot-study with 

single-blind characteristic in order to adjust the 
experimental design. The first motivation to this 
approach was to gather experience with the TBR 

technique application (topic 4.8) and give support to 
guide the choice of the statistical inference technique 
more appropriate to the experimental study. In this 
preliminary study, it was analysed the normality 
assumption in relation to the ambiguity level in the 
textual process description in brazilian portuguese 
NL. This description happened during the functional 
requirements specification of a hypothetic EIS. 
From a low-fidelity prototype with a high level of 
abstraction, the subjects were motivated to describe the 
buying process in a virtual store (Silva et al., 2013). 
The implications of the result in this preliminary study 
were very important for the present experimental study.

The tool used to the statistical analyses was RStudio: 
an Integrated Development Environment (IDE), 
which is a multiplatform free software that improves 
the productivity, with an appropriate user interface 
for the use of R language (Bryer & Speerschneider, 
2012; R Core Team, 2013).

On that occasion, when specifying the requirements 
the subject did not need to restrict the functionalities 
description predicted in the graph. This worked only 
as a starting point so the subjects could express the 
functionalities of what they understand as a buying 
system in a virtual store. After the data gathering 
from each subject in the sample, the sentences were 
analysed with the TBR technique, using the quality 
metric Qa, specified before, to assess requirements 
ambiguity level.

Because it is a populational study, there was no 
group division in the first moment. Besides, as all 
single-blind study, the subject had no information 
about the phenomenon observed during the 
experiment – i.e. ambiguity level – only the researchers 
had such information (Silva et al., 2013).

4.5 Experimental study procedures
A randomized, controlled, single-blind trial was 

conducted. The independent variable, notation 
method, was designated as the Analysis of Variance 
(ANOVA) single factor. This way, the sample 
obtained from the target population was divided 
in 3 (three) subject groups, each one representing 
a level of the single factor: NL Control Group 
(CG); FSM Experimental Group (FSMEG); and 
CN Experimental Group (CNEG). To the CG was 
asked the brazilian portuguese NL description of a 
virtual store buying process, the same way it was 
done in the pilot-study. To the FSMEG was asked the 
description of the same process, but, this time using 
FSM notation to specify the functional requirement. 
To the CNEG the description was also made in NL, 
but the subjects in this group assigned FSM labels 
(initial_state, state, action) to the NL’s description. 
The overview of the experimental procedure adopted 
in the system functional requirement evaluation is 
represented in Table 1.
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As only one independent variable was chosen for 
the study realization, it was applied the One-way 
ANOVA. The dependent variable was the ambiguity 
level in the requirement specification.

The low-fidelity prototype used in the experimental 
study (Figure  1) can be characterized by a more 
reduced abstraction level in relation to the prototype 
used in the pilot-study (Silva et al., 2013).

It is possible to represent the transitions δ by the 
own formal notation described in Table 2 or by the state 
transition table represented in Table 3. The transitions 
expressed in Table 2 were the 5 requirements evaluated 
by the testers. These requirements express the prototype 
adequately. Table 3 illustrates the task to be done by 
the subjects of the experiment that were assigned to 

the FSMEG. When adopting it, a desirable example 
of the FSM description of the buying process in a 
virtual store can be observed, as represented by the 
low-fidelity prototype in Figure 1.

Figure 2 illustrates the application of the CN as an 
evaluation pattern for the CNEG experimental group. 
Adopting this pattern makes possible to observe a 
desirable example of NL description in a virtual store 
buying process, as represented by the low-fidelity 
prototype exposed on Figure 1. Besides NL it is also 
possible to observe the predicted labels in the formal 
FSM notation being attributed to the syntagms that 
characterize, indeed, the business process. The label 
“end” is only an adjustment to indicate the end of 
the preceded label comprehensiveness.

Table 1. Experimental procedure adopted in the evaluation of the system functional requirement specification.
Experimental Procedure

Group Notation Method Evaluated Notation
CG Control single NL

FSMEG Experimental single FSM
CNEG Experimental combined NL + FSM

Table 2. Low-fidelity prototype requirements represented by the FSM notation transitions – experimental study.
Nº Transitions
1 δ(novo_acesso, pesquisar_produtos) = pesquisando
2 δ(pesquisando, selecionar_produtos) = carrinho_ativo
3 δ(carrinho_ativo, remover_produtos) = pesquisando
4 δ(carrinho_ativo, selecionar_forma_pagamento) = pagamento_confirmado
5 δ(pagamento_confirmado, confirmar_dados_entrega) = compra_finalizada

Table 3. State Transition table: FSM notation representation that characterize the buying process in a virtual store – 
experimental study.

Actions (Σ)

St
at

es
 (Q

)

δ pesquisar_
produtos

selecionar_
produtos

remover_
produtos

selecionar_
forma_

pagamento

confirmar_
dados_
entrega

novo_acesso pesquisando Ø Ø Ø Ø
pesquisando Ø carrinho_ativo Ø Ø Ø

carrinho_ativo Ø Ø pesquisando pagamento_
confirmado Ø

pagamento_confirmado Ø Ø Ø Ø compra_
finalizada

compra_finalizada Ø Ø Ø Ø Ø

Figure 2. Virtual store buying process description in combined notation, used as an evaluation pattern of the CNEG 
experimental group. Note: translation in parentheses.



7/13

Business processes modeling… Gest. Prod., São Carlos, v. 26, n. 1, e1624, 2019

group and there was no limitation concerning to the 
tasks time of execution.

4.8 The reader-tester attributions
From the application of the TBR and from the 

requirements specified by the subjects, the reader-tester 
adopted the following procedure: (1) in case of defects, 
these were classified, following the specific scenario 
of the reader-tester; (2) the low-fidelity prototype 
and its requirements are taken as reference (Table 2); 
(3) the defects identified and classified during the 
reading were reported in an appropriate form.

As mentioned before, in the topic 4.2 that is related 
to the dependent variable, the requirement unit was 
defined by the FSM transition, by the fact that it 
contains a testable triad state-action-state. If, by 
any reason, the requirement specified by the subject 
doesn’t cover the content expressed in the triad, the 
defect is accounted. In the CNEG evaluation, only 
the labeled syntagms were evaluated by the testers.

The defects identifiable by the reader-tester were: 
missing information; ambiguous information; incorrect 
fact; extraneous information; and others. A form was 
provided to the reader-tester describing the procedure 
to be used to detect these defects in the requirements 
specification (Lahtinen, 2012).

5 Research hypotheses
5.1 Basic hypothesis

From the problem explicitly mentioned in topic 
1, it was possible to design the study’s general pair 
of hypotheses in a broad way. H0(i): The notation 
method, used in process modeling, doesn’t affect 
the ambiguity level of the process described in 
the functional requirement specification. H1(i): The 
notation method, used in process modeling, affects 
the ambiguity level of the process described in the 
functional requirement specification.

5.2 Secondary hypotheses
To the fulfillment of the specific objective predicted 

in topic 1 (item i), it was conducted a pilot-study that 
took the following hypotheses as its starting point: 
(i) H0(p): The sample isn’t from a normally distributed 
target population concerning to the ambiguity level 
in the functional requirements specification in NL. 
H1(p): The sample is from a normally distributed target 
population concerning to the ambiguity level in the 
functional requirements specification in NL. After 
the proposition of a combined notation method to the 
process modeling, it was conducted an experimental 
study for the fulfillment of the specific objectives 
iii and iv, predicted in topic 1. This experimental 
study took the following hypotheses as its starting 

4.6 Experimental design
The ANOVA application depends on the 

accomplishment of three assumptions: normality, 
independency and homoscedasticity (Larson & 
Farber, 2010). The Completely Randomized Design 
(CRD) was adopted to execute the predicted routine 
in the One-way ANOVA. The choice of this kind of 
design is due to the comparative goal proposed in 
this study. It is probable that other factors also affect 
the ambiguity level, but the idea is knowing if the 
primary factor notation method, a priori-defined, 
significantly affects the ambiguity level, despite the 
eventual existence of other nuisance factors (NIST, 
2013).

The use of CRD contributes greatly to the 
independency assumption fulfillment. This fact is 
due to the randomness of assigning primary factor 
levels to experimental units. Therefore, the design 
is completely randomized or casual (Bailey, 2008b; 
NIST, 2013). This way, all the levels of the primary 
factor have the same chance to be applied in any 
experimental unit – experiment subjects (Bailey, 
2008a, b).

Finally, so there isn’t any initial restriction 
concerning to the correct application of One-way 
ANOVA, the following procedure was adopted: after 
the data collection it was verified the homoscedasticity 
assumption fulfillment. Before comparing the 
averages, it is necessary to check the supposition 
that the homogeneity of variance is reasonable. With 
this idea, the Levene’s test is applicable (NIST, 2013; 
Bisquerra et al., 2007).

The post-hoc Tukey’s test was used to identify if 
there are statistically significant inter-group differences 
and between which groups these differences present 
themselves. Among the most common post-hoc tests, 
the Tukey’s test was chosen because it preserves the 
pre-defined significance level of 5%, despite the 
increasing of the number of averages to be analysed. 
That is, the significance level a priori-defined is 
kept, despite the addition of the number of groups 
to be analysed.

4.7 Evaluator attributions
In the data collection of the pilot-study, the prototype 

description was requested only in NL. The same way 
happened with the CG prototype description of the 
experimental study. However, to the experimental 
groups CNEG and FSMEG it was given a brief 
orientation about the designated task. Besides, during 
all the procedure, the experimental groups had a 
reference material available with the description of 
another process, using the group-specific notation 
method for which it was designated. No group had 
any information about the task asked to the other 
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point: (ii) H0(ii): There are no inter-group difference 
in the ambiguity level of the process described in the 
functional requirements specifications. H1(ii): There 
are inter-group difference in the ambiguity level of 
the process described in the functional requirements 
specifications.

6 Results
6.1 Parametric analysis of variance

In the One-way ANOVA and in CRD, the basic 
hypotheses H0(i) was not rejected considering the 
significance level of 5%, because p > α (0.07 > 0.05) 
and F < F critical (2.89 < 3.24). This result 
suggests that the notation method, used in process 
modeling, does not affect the ambiguity level of 
the process described in the functional requirement 
specification (p > 0.05). On Figure 3 the average 
level of ambiguity and the standard error are 
presented: CG (0.14±0.04), CNEG (0.05±0.02) and 
FSMEG (0.27±0.14). The comparison of averages 
suggests that: the CN is the best method to reduce 
the ambiguity level on requirements specification; 
the requirement specification expressed in the FSM 
generates the highest ambiguity level among the 
evaluated notations. However, these trends aren’t 
statistically significant (p > 0.05). Table 4 summarizes 
the statistical data obtained.

6.2 Non-parametric analysis of variance
The Kruskal-Wallis Test pointed results similar 

to the One-way ANOVA. The basic hypothesis H0(i) 
was not rejected considering the significance level of 
5%, because p > α (0.20 > 0.05). So, this result also 
suggests that the notation method, used in process 
modeling, does not affect the ambiguity level of 
the process described in the functional requirement 
specification (p > 0.05).

6.3 Homogeneity of variance
By the standard Levene’s Test, which uses the average 

as a parameter, the homoscedasticity hypothesis was 
rejected because p < α (0.00006 < 0.05). On the other 
hand, in the Levene’s Test calculated by the median 
(Brown-Forsythe Test), the homoscedasticity hypothesis 
was not rejected because p > α (0.056 > 0.05).

6.4 Normality
In the Shapiro-Wilk Test the null hypothesis states that 

the sample is from a normally distributed population. On 
the other hand, the null hypothesis H0(p) (topic 5.2, item i) 
in the present study is contrary, because it affirms that 
the sample is not from a normally distributed population.

The result of the adherence test for each experimental 
group is expressed in Table 5. The Shapiro-Wilk null 
hypothesis was rejected in the significance level of 5%, 
because in all the experimental groups the calculated W 
is less than the critical tabulated W. This fact implied 
in not rejecting the null hypothesis H0(p) of this study, 
suggesting that none of the groups is from a normally 
distributed population.

6.5 Residual analysis
The quantile-quantile analysis revealed the 

non-adherence of the ambiguity level profile in 
groups CNEG and FSMEG with the Gauss curve. 
The non-adherence was also observed in CG. 
The normality scape can be attributed to the fact that 
the data that compose the ambiguity level metric are 
of discrete type.

6.6 Post-hoc analysis
The post-hoc Tukey’s Test suggests that there 

is no statistically significant inter-group difference 
concerning to the ambiguity level of the process 

Figure 3. Effects of the process modeling notation method 
in the ambiguity level of the functional requirement 
specification of enterprise information systems.

Table 4. Summary of the statistical data observed.
Group n Average Median Ceiling Standard-deviation (σ) Variance (σ2)

CG 13 0.14 0.20 0.40 0.15 0.02
CNEG 19 0.05 0.00 0.20 0.09 0.01

FSMEG 9 0.27 0.00 1.00 0.42 0.18
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described in the functional requirement specification 
(p > 0.05). Therefore, the paired comparison result of 
the average level of ambiguity suggests that the null 
hypothesis H0(ii) (topic 5.2, item ii) was not rejected.

When adopting the significance level of 5%, there 
was no statistically significant difference between 
the analysed pairs (Table 6). As the null hypothesis 
was not rejected, it highlighted the importance of 
evaluating the Type II Error (β) – probability of 
not rejecting a false null hypothesis. This way, the 
statistical Test Power was estimated by 1-β, which 
is, the probability of finding an inter-group difference 
that, in fact, proceeds.

The distribution profile of the inter-group ambiguity 
level is shown on Figure 4 by the relative frequency 
polygon. Taking as a reference the x-axis, one can 
notice that there was an overlap of the empirical 
residues concentration. Besides, it is also possible 
to notice the positive asymmetry of the distribution. 
In general terms the asymmetry degree observed 
was 2.61.

6.7 Likert scale
Four critical issues were observed by the testers 

during the sample analysis. These issues concerning 
the application of the TBR technique were evaluated in 
a qualitative way by the use of the Likert scale shown 
in Figure 5. In general, it is possible to notice the 
optimism of tester 2 in relation to tester 1 regarding to 
the critical issues. The first issue served as a criterion 
for discarding subjects from the sample when both 
testers agreed with the fact that the subject had not 
described the buying process based on the low-fidelity 
prototype. This way, 4.65% of the 43 subjects were 
excluded from the following analyses. Therefore, 
the evaluation of the other Likert items were done 
with the remaining 41 subjects. In relation to the 
second item shown in Figure  5, it is possible to 
observe that even between the valid subjects, there 

was a consensus between testers that 17.07% of the 
sample did not use keywords. This fact affected the 
testability of the 5 requirements predicted on Table 2. 
Another consensus between testers was that 85.37% 
of the evaluations had an objective character. At this 
point, the subjectivity level was of 4.88%. Finally, 
in 19.51% of the cases it was possible to notice the 
presence of information outside the scope of five 
evaluated requirements.

Table 5. Result of the Shapiro-Wilk adherence test in each experimental group. 

Group n W W* P p*
CG 13 0.79 W < 0.866 0.0052260 P < 0.05

CNEG 19 0.55 W < 0.901 0.0000016 P < 0.05
FSMEG 9 0.66 W < 0.829 0.0004289 P < 0.05

p* = comparison of the calculated p with the significance level (α = 0.05); W* = comparison of the W with critical W; n = number 
of individuals in the sample; W = statistical test; P = calculated probability.

Table 6. Post-hoc Tukey’s Test: paired comparison of the average ambiguity level. 

Inter-group difference p p* Type II Error (β) Test Power
CNEG-CG 0.533 P > 0.05 0.59 0.41

FSMEG-CG 0.383 P > 0.05 0.58 0.42
FSMEG-CNEG 0.056 P > 0.05 0.65 0.35

p* = comparison of the calculated p with the significance level (α = 0.05).

Figure 4. Inter-group ambiguity level distribution.

Figure 5. Likert scale with critical issues experienced in the 
use of the TBR technique during the data analysis routine of 
the experimental study.
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7 Discussion
In the pilot-study 83.87% of sample subjects were 

approached by the same appraiser, minimizing possible 
discrepancies in the approach. Despite the subjectivity 
level of the evaluation has been relatively low, there 
was no consensus between the testers in 29.17% of the 
cases for this item. The Spearman’s rank correlation 
was of 0.45 in this item, suggesting a low relation 
between the testers opinion when evaluating the 
subjectivity. The difficulty in evaluating it may have 
been affected by the fact that 58.33% of the subjects 
presented information beyond the scope of the five 
requirements being evaluated (Silva et al., 2013).

When analysing the fulfillment of the ANOVA 
assumptions reported on topic 4.6, based on the pilot and 
experimental studies results, it is possible to consider 
the following aspects: (1) Normality: the Shapiro-Wilk 
adherence test and the quantile-quantile residual 
analysis demonstrate that the values distribution of 
the ambiguity level variable did not present a normal 
profile in none of the analysed groups (p < 0.05). 
The non-normality of the functional requirements 
specification in NL, observed in the pilot-study, 
confirmed itself in the experimental study control 
group and was also observed in the experimental 
groups CNEG and FSMEG; (2) Independence: the data 
sampling was randomized to ensure the independence 
of the observations. The randomization predicted in the 
CRD process ensured that an observation occurrence 
did not affect the likelihood of another observation 
occurrence; (3) Homoscedasticity: the Levene’s 
test calculated by the median (Brown-Forsythe test) 
demonstrated that the homoscedasticity hypothesis was 
not rejected (p > 0.05). This test was adopted because it 
presents a good robustness in non-normal distribution 
data. The standard Levene’s test, which uses the 
average as a parameter, rejected the homoscedasticity 
hypothesis. However, it was not considered because 
it is more appropriate to distributions that present 
a normal profile – which did not occurred (NIST, 
2013). This way, there was no inter-groups difference 
in relation to the variance. Therefore, the variances 
are homogeneous, which reduces the risk that the 
variances attributed to individual differences would 
be bigger than those related to the factor application 
itself. This homogeneity is of great importance to 
favor the conclusion validity, but it compromises 
external validity because it represents a threat to the 
random heterogeneity of the subjects.

Based on the mentioned aspects, it is possible 
to infer that only the normality assumption was 
not accomplished. As the assumptions to apply the 
ANOVA (parametric analysis) were not completely 
accomplished, the non-parametric analysis would be 
the most appropriate. Nonetheless, as the Shapiro-Wilk 
test is very sensitive to normality deviations, the 
rejection of the normality hypothesis is very probable. 

This way, it was decided to carry out the parametric 
(One-way ANOVA and CRD) and non-parametric 
(Kruskal-Wallis test) analyses. The results obtained 
by both of them were similar.

In both studies (pilot and experimental) there were 
constraints concerning to the resource availability for 
the experimental conducting, simultaneously, with all 
the subjects, which motivated the application of the 
experiment in different occasions. However, in the 
case of experimental study, all subjects of the sample 
were approached by the same evaluator, minimizing 
possible discrepancies in the approach. Despite the 
subjectivity level of the evaluation has been low, there 
was no consensus between the testers in 9.76% of the 
cases in this item. The Spearman’s rank correlation 
was of 0.40 in this matter, suggesting a low relation 
between the testers’ opinion when evaluating the 
subjectivity. The difficulty in evaluating it may have 
been affected by the fact that 19.51% of the subjects 
presented information outside the scope of the five 
requirements being evaluated.

In the pilot-study the main factor that may have 
negatively affected all the evaluated Likert items was 
the complaisance in the instruction to the subjects 
about how the task should have been performed. 
On that occasion, since a low-fidelity prototype 
with a high abstraction level was used, the subjects 
were allowed to describe buying process tasks that 
could be implicit in the model (Silva et al., 2013). 
However, in the experimental study the subjects were 
instructed to describe strictly what was represented 
in the low-fidelity prototype. Besides, the last used 
prototype was characterized by a lower abstraction 
level in order to represent the buying process more 
realistically. Therefore, the data suggest combined 
and positive effect in reducing complaisance when 
instructing and in the prototype abstraction level in 
all the evaluated Likert items.

The TBR technique showed a favorable applicability 
while specific tool for the proposed analysis. 
However, the ambiguity level was underestimated 
by the usage of the Qa metric associated to the TBR 
technique. This situation was evidenced by the positive 
asymmetry of the distribution, which observed value 
was 2.61 (Figure 4). Since the numerator of Qa (nui) is 
only counted when there is agreement between testers 
regarding the requirement ambiguity, the opinion of 
the most optimistic tester tends to prevail. Beyond 
that, the probability of assigning ambiguity to a 
requirement is very low on mathematical terms. There 
are 5 possible labels on TBR, demonstrated by the 
following sample space: TBR = {missing information, 
ambiguous information, incorrect fact, extraneous 
information, others}. Between the testers there may 
be T = {agreement, disagreement, no-consensus}, 
adding 3 other possible labels. The ambiguity was 
only counted in nui if the TBR label was “ambiguous 
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information” and there was “agreement” between both 
testers. Being TBR(ambiguous information) = 20% 
and T(agreement) ≅ 33.33%, the probability 
of counting the ambiguity in nui is defined by 
P(ambiguity) = TBR(ambiguous information) ∩ 
T(agreement) ≅ 6.67%. An alternative to minimize 
this problem would be reducing the number of possible 
labels on TBR. Something as TBR = {ambiguous 
information, other defects, no defects}. This way, 
the probability accounting for ambiguity in nui would 
reach approximately 11.11%, forcing the asymmetry 
reduction in the data distribution profile to favor the 
performance of comparative analyses from a more 
favorable perspective.

Some situations appear to happen circumstantially 
(Figure 3). It is the case of low relative ambiguity 
of requirements specification in NL, in face of the 
pre-established concept that NL presents a high 
ambiguity. This counterpoint is also observed in the 
high relative ambiguity of the formal notation, in 
face of the pre-established concept that the formal 
notation presents low ambiguity. In a purely qualitative 
analysis and independent of statistical significance, 
the results of this study point out that the inherent 
ambiguity of NL and the absence of ambiguity 
inherent to the formal notation are highly dependent 
on the usage. It is likely that these potential and 
intrinsic properties of the notation methods tend to 
manifest themselves according to the user’s degree 
of proficiency and/or maturity.

Therefore, the notation method training effect 
on the ambiguity level should be evaluated. 
The NL may have presented a relatively low level 
of ambiguity because it is a more usual notation for 
subjects. The formal notation, despite presenting 
a good potential for ambiguity reduction, needs to 
be practiced to evidence its effects. This way, the 
evaluation of training factor effect on the ambiguity 
level is essential to estimate more robustly the 
“combined notation effect” as an alternative 
notation method. The measurement of the ambiguity 
level variable is a difficult task because it is very 
sensitive to the intervening factors. It is necessary 
that the experimental scope be very well designed 
and defined so that the reliability and the scientific 
reproducibility of the evaluations are preserved. 
The zeal for these aspects makes the environment 
more assertive for the phenomenon observation.

Because subjects are undergraduate students in 
computer science, and the functional requirements 
specification could also be performed by programmers, 
testers, analysts and engineers from various fields, one 
cannot generalize the results of this study. However, 
the availability of human resources greatly restricts 
the selection of a sample that represents the desirable 
target population reliably.

8 Final considerations
From the problems raised in the pilot-study, the results 

obtained indicate that the TBR technique demonstrated 
a satisfactory applicability to analyze the ambiguity 
level of the EIS’s functional requirements specification. 
In addition, the results suggest that the sample is not 
from a normally distributed target population in terms 
of ambiguity level in NL. In the experimental study, 
the effect of the process modeling notation method on 
the ambiguity level of the requirements specification 
were observed. Usually, in systems development, the 
requirements are expressed in NL and it is desirable 
that their specification presents the lowest possible 
ambiguity level. So, this experimental research 
proposed a combination of NL, widely used for this 
purpose, with another notation method to induce the 
ambiguity level reduction - the Finite State Machine.

The results indicate that there was no statistically 
significant evidence to affirm that the notation method, 
used in process modeling, affects the ambiguity 
level. Besides, there was no statistically significant 
inter-group difference in the ambiguity level. Thus, 
it can not be said that the combination of NL and 
FSM reduces the ambiguity level of EIS’s functional 
requirements specification.

In conducting further studies in this knowledge 
field, it is important to consider: the effect of training 
in the notation method to induce adjustments in the 
ambiguity level; and reducing the number of possible 
labels in the TBR in order to increase the mathematical 
probability of consensus (agreement/disagreement) 
between testers with respect to defects. This reduction 
may contribute to minimize the asymmetry in the 
distribution profile of the ambiguity level, making 
it possible to perform comparative analyses from 
a more favorable perspective. Such action should 
contribute to avoid that the ambiguity level is 
underestimated and highly conditioned to the most 
optimistic tester’s opinion. In addition, it is relevant 
to keep reduced the complaisance when instructing 
and the low-fidelity prototype abstraction level to 
improve the analysis quality.

The semantic annotation of the requirements 
specification in NL with SBPM labels could be considered 
in future studies. When there is a close relationship 
between the labels of the formal notation (metamodel) 
and the domain ontology, perhaps there is a possibility 
of retrieving information more effectively and less 
ambiguously, facilitating the organizational knowledge 
flow. Therefore, the comparative and experimental 
analysis of the ambiguity level from the semantic 
annotation based on different formal notations of 
business process modeling would be plausible. On the 
other hand, the subjects’ proficiency degree needs to 
be pondered because there are formal notations with 
many labels and this can make it difficult to choose 
the most appropriate label for the syntagma during 
the annotation, especially if the individuals are not 
trained, or there is no defined ontology.
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