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SUMMARY

The state-space approach is used to evaluate the relation between soil
physical and chemical properties in an area cultivated with sugarcane. The
experiment was carried out on a Rhodic Kandiudalf in Piracicaba, State of Séo
Paulo, Brazil. Sugarcane was planted on an area of 0.21 hai.e., in 15 rows 100 m
long, spaced 1.4 m. Soil water content, soil organic matter, clay content and
aggregate stability were sampled along a transect of 84 points, meter by meter.
The state-space approach is used to evaluate how the soil water content is affected
by itself and by soil organic matter, clay content, and aggregate stability of
neighboring locations, in different combinations, aiming to contribute to a better
understanding of the relation among these variables in the soil. Results show
that soil water contents were successfully estimated by this approach. Best
performances were found when the estimate of soil water content at locations i
was related to soil water content, clay content and aggregate stability at locations
i-1. Results also indicate that this state-space model using all series describes
the soil water content better than any equivalent multiple regression equation.

Index terms: spatial variability, sugarcane crop, kalman filter, auto-regressive
model.
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RESUMO: ABORDAGEM DE ESPACO DE ESTADOS PARA AVALIAR A
RELACAO ENTRE PROPRIEDADES QUIMICAS E FISICAS DO

SOLO

A abordagem de espaco de estados é usada para avaliar a relagdo entre propriedades
fisicas e quimicas de um solo em uma area cultivada com cana-de-agucar. O experimento
foi realizado em um Nitossolo situado em Piracicaba (SP). A cana-de-acucar foi plantada
em uma area de 0,21 hai.e., 15 linhas com 100 m de comprimento cada, espacadas de
1,4 m. Medidas da umidade do solo, matéria orgénica, conteudo de argila e estabilidade
de agregados foram feitas ao longo de uma transecdo de 84 pontos, metro a metro. A
abordagem de espaco de estados é usada para avaliar como a umidade do solo na posicao i
¢ afetada por medidas de umidade do solo, matéria organica, contetdo de argila e
estabilidade de agregados na posigdo i-1, em diferentes combinagdes, com o objetivo de
contribuir para um melhor entendimento da relagdo entre estas variaveis no solo. Os
resultados mostram que a umidade do solo pode ser estimada usando esta abordagem,
sendo a melhor performance encontrada quando as estimativas da umidade do solo na
posicao i foram relacionadas com a umidade do solo, contetdo de argila e estabilidade de
agregados na posicao i-1 e que as equacdes de espaco de estado descrevem a umidade do
solo melhor do que qualquer equacéo de regressdo multipla equivalente.

Termos de indexagdo: variabilidade espacial, cana-de-agucar, filtro de Kalman, modelo

auto-regressivo.

INTRODUCTION

During the last decade, technologies to study
specific local field conditions have rapidly developed,
and can potentially help farmers manage each part
of their farms with spatially varying intensities
according to localized requirements or deficiencies.
Relations among various soil, plant, and atmosphere
variables across a field can be characterized with a
guantitative accounting of errors involving
measurements and models through the use of state-
space analysis. The currently intuitive decision-
making of farmers resembles the concepts of state-
space analysis. They focus on crop responses
associated with variations of local conditions
prevailing at different locations within and among
each of their fields (Nielsen et al., 1998). A linear
system can be seen as a space representation of
different states through two equations: one an
observation vector and the other an evolution of the
states. Predictions and estimates are obtained when
the Kalman filter is applied to the model,
representing states distributed in space (West &
Harrison, 1997; Motta & Hotta, 1998). Classical
statistics ignore sampling locations, and hence
disregard the potential spatial dependence of
observations within afield. In contrast, these newly
applied methods in the field of soil science take
advantage of spatial dependence by making use of
the characteristics of each observation location.
Statistical tools like autocorrelation function,
semivariograms, and state-space, have been used
recently to define the structure of spatial
distributions of soil properties (Wendroth et al., 1992;
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Katul et al., 1993; Wendroth et al., 1997; Hui et al.,
1998; Dourado-Neto et al., 1999; Timm et al., 2000,
2003a,b). According to Bresler et al. (1981), research
during the last two decades has focused the study
of soil spatial variability on an improved
understanding of processes that influence crop
production variability. Nielsen & Alemi (1989)
comment that in several reports using classical
statistics, observations within and among
treatments are not always independent, making the
applied statistical design inadequate.

In this report, we present a state-space analysis
of four sets of soil water content, soil organic matter,
clay content, and aggregate stability, each
observation made in a sugarcane field, under different
management treatments, for a better understanding
of the relation between these soil variables.

Theoretical aspects

In the state-space analysis, the state of a system
of a variable, or of a set of variables measured at
locations i, is related to the state of the same and
other variables at locations i-h, where
h(=1,2,3,..., n) is the number of lags between
neighbor observations. This autoregressive model
is used for several types of predictions (and
forecasts) based on space or time series, to identify
coefficients that join these state systems (Wendroth
etal., 1997).

A basic equation, called state equation, can be
written for h =1 as:

Xi = 0 X1 +W; (1)
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where X is the state vector (of a set of p variables)
at location i; @is a p x p matrix of state coefficients
which indicates the measure of the regression; and
w; are noises of the system fori = 1,2,3,..., n. These
values of noise are assumed to have zero mean, not
to be correlated and to be normally distributed. This
is the usual structure of a common autoregressive
model, in which the coefficients of the matrix @could
be calculated by multiple regression, taking X; and
Xi.1 as the dependent and independent variables,
respectively.

In the case of the state-space model, however,
the true state of the variable is considered
“embedded” in an observation equation:

Yi=Ai Xty 2

where the observation vector Y; is related to the state
vector X; by an observation matrix A; (unit matrix,
p X p) and an observation noise vector v;, also
considered of zero mean, not correlated and normally
distributed. Inasmuch as the noises w; and v; are
assumed to be independent of each other, the
measurements need not be considered true, but can
be seen as indirect measurements reflecting the true
state of the variable added to a noise (Wendroth et
al., 1997).

The state coefficients @,, and noises of equation
(1) are estimated through a recursive procedure
given by Shumway & Stoffer (1982). They are
optimized by the Kalman filter (Kalman, 1960; Gelb,
1974) with an iterative algorithm. This filter is used
to find optimized estimators for the state vector at
positions i. Because the actual value of the state
vector is sought or indeed required, Motta & Hotta
(1998) state that this filter is frequently used in
engineering, since it permits the estimation of the
state vector with an ongoing renewal as new
observations are obtained.

MATERIAL AND METHODS

Soil water content (SWC), soil organic matter
(OM), clay content (CC), and aggregate stability (AS)
were measured in a sugarcane experiment (Oliveira
et al., 2001) in Piracicaba (SP), Brazil (22°42° S
and 47 ©38 " W) on a Rhodic Kandiudalf, using a 84
point transect.

Soil water contents using a single gamma-
neutron surface probe (model CPN, MC-3) were
measured on September 6, 1999. With this probe
water contents are measured by neutron moderation
within a semi-sphere of about 0.15 m radius,
observations representing the average SWC of the
0-0.15 m soil layer. Details of the calibration of this
instrument can be found in Cassaro et al. (2000).

To determine the soil organic matter, clay content
and aggregate stability, soil samples were collected

in a 0-0.15 m soil layer, along the 84 point transect.
Soil organic matter was determined according to the
methodology described by EMBRAPA (1997). The
average value of soil organic matter was calculated
from three soil organic matter data sets, which were
measured at the beginning of the experiment
(September 1997), after plant cane harvest (October
1998), and after the first ratoon cane harvest
(October 1999). Clay content and aggregate stability
were measured during the year 2000 (November 16,
2000). Details about these methods can be found in
Gee & Bauder (1986) and Kemper & Rosenau (1986),
respectively.

Data were analyzed by the state-space approach,
using the software ASTSA (Applied Statistical Time
Series Analysis) developed by Shumway (1988),
under application of the transformation:

o = [Xi-(m-2s] 3)
4s

where m is the mean of X; and s the standard
deviation. This transformation allows the state
coefficients @,, in equation (1) to have magnitudes
directly proportional to their contribution to each
state variable used in the analysis (Hui et al., 1998).
Note that transformed values x; of any variable have
a mean of 0.5.

RESULTS AND DISCUSSION

The soil water content data set is shown in
figure la. The coefficient of variation (CV = 13.4 %)
of the measurements shows that the variation of the
data in relation to the mean is relatively small.
However, point-to-point fluctuations are large as
compared to the overall variation. Using a t test at
a5 %, the autocorrelation function (ACF) of the soil
water content data (Figure 2a) manifests significant
spatial correlation up to 14 lags. The spatial
variation of the soil organic matter data in figure 1b
also has a relatively small coefficient of variation
(CV = 7.8 %) with remarkable point-to-point
fluctuations. Spatial dependence of the soil organic
matter data (Figure 2b) is significant up to 10 lags.
The clay content data distribution and
autocorrelation function are shown in figures 1c and
2c, respectively. And, again, the point-to-point
fluctuations of these observations are also large
compared to the CV of 8.7 %. Figure labc allows
the observation of a trend in the spatial distributions
of soil water content, soil organic matter, and clay
content data along the transect. This trend causes
a strong spatial dependence of each variable as
evidenced by the autocorrelation functions in
figure 2abc. Figures 1d and 2d present the spatial
variation and autocorrelation for the aggregate
stability observations along the transect. Unlike the
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other three sets of observations, aggregate stability
has no discernible trend, and manifests spatial
dependence up to only 3 lags.
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Figure 1. Soil water content on September 06, 1999
(a); soil organic matter (b); clay content (c); and
aggregate stability distribution, meter by
meter, along the 84 point transect (d).
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Under these on-farm conditions, in the presence
of heterogeneity, the effects of the different
treatments on any of the measured variables are
not easily ascertained by classical statistics, which
ignore local spatial correlations. Under such
conditions, according to Wendroth et al. (1998), local
trends are best verified with nearest neighbor
analysis.
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Figure 2. Calculated autocorrelation function
(ACF) for soil water content data (a); soil
organic matter data (b); clay content data of
(1c) (c); and aggregate stability data (d).
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Traditionally, most agronomic investigations
have used random (no correlation structure)
sampling techniques and assumed independence
between samples. Classical statistical analyses, such
as ANOVA or regression analyses, are then
performed to describe the changes observed within
and among differently treated plots. Here we
perform such analyses determining how well the set
of soil water contents measured across the transect
is described by classical regression equations.

Because of the obvious spatial trends in at least
three of the four sets of observations, we would expect
that the variables would be related to each other.
But ignoring the locations of the observations, we
find that no more than 55 % of the variance of the soil
water content data is explained by classical linear and
multiple regression analyses using any combination
among the observation sets. In table 1 we note that
the best regression results are obtained using OM,
CC, and AS, and the poorest by only AS. The use of
CC and AS yields a multiple regression coefficient
of determination nearly identical to the one obtained
when using the three dependent variables.

These classical regression analyses are based on
the assumption that each data set manifests,
respectively, a constant mean along the entire transect,
and ignores their local spatial crosscorrelations within
the transect. The AS observations manifest only local
spatial autocorrelation and do not have a trend to match
those of the other observation sets, which accounts
for the poor regression with soil water content.

We then verified if the use of applied time series
analyses leads to additional information on the
spatial variability of soil properties and, together
with the classical statistical analyses (mean,
standard deviation, and coefficient of variation),
provides better management of the land, keeping
soil losses at a minimum and helping to use natural
resources more wisely.

The crosscorrelograms given in figure 3ab
present a stronger spatial dependence between soil
water content, soil organic matter, and clay content,
respectively, than those presented in figure 3c
between soil water content and aggregate stability.
With such magnitudes of the crosscorrelation

functions, we recognize the potential for describing
their distributions across the transect of observations
with state-space analysis. Initially, in the context
of the trends noted above, we are interested in an
evaluation of how well the applied time series
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Figure 3. Calculated crosscorrelogram function
(CCF) between soil water content and soil
organic matter data (a); soil water content and
clay content data (b); and soil water content
and aggregate stability data (c).

Table 1. Classical linear and multiple regression analyses of the four sets of observations

Equation

Coefficient of determination (R?)

Multiple regression

SWC = -0.073 - 0.001280M + 0.000591CC + 0.0150AS

SWC = -0.096 — 0.0003220M + 0.000645CC
SWC = 0.397 — 0.009420M + 0.0448AS
SWC = -0.124 + 0.000632CC + 0.0122AS

0.544
0.534
0.321
0.542

Linear Regression

SWC = 0.474 - 0.00870M
SWC = -0.109 + 0.000655CC
SWC = 0.159 + 0.375AS

0.205
0.534
0.082
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analysis can describe the soil water content series
using various combinations of the soil organic
matter, clay content, and aggregate stability series.
Each series has been transformed to the same mean
through equation (3).

Figure 4a presents the state-space analysis
applied to soil water content, soil organic matter,
clay content, and aggregate stability with the open
circle symbol representing the measured soil water
content. The middle line represents the predicted
values of soil water content using the state equation.
The upper and the lower lines represent the fiducial
limits which take a plus or minus two standard
deviation, respectively, into consideration. It can
be seen from the equation in the figure that the soil
water content at location i-1 contributes with about
91 % to the estimate of the soil water content in
location i, while organic matter, clay content, and
aggregate stability at location i-1 contribute 7, 6,
and 2.4 %, respectively. Figure 4b indicates that this
state-space model under use of all four series describes
the soil water content (R2 = 0.797) better than the
equivalent multiple regression equation (R2 = 0.544).

Figure 5 presents the state-space analysis of soil
water content ignoring the aggregate stability series.
Here, in comparison to the graphs in figure 4, the
contribution from soil water content at location i-1
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Figure 4. State-space analysis of scaled soil water
content data as a function of scaled soil water
content, scaled soil organic matter, scaled clay
content and scaled aggregate stability at
location i-1 (a); correlation between estimated
and measured scaled soil water content data
of (a) (b).
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is somewhat lower, the fiducial limits are wider, and
R2 is greater (0.836).

Data in table 2 show that the state-space equations
describe the soil water content better than any of the
respective classical regression equations (Table 1).

Among the results given in table 2, we identified
the best performance of all the state-space equations
as the one using clay content and aggregate stability.
For this equation, the contribution of soil water
contents from location i-1 was the smallest and R2
the greatest. In other words, the local and regional
variations of CC and AS across the transect were
the most important variations in relation to the
spatial distribution of SWC.

Next, we removed the spatial trends (shown in
Figure labc) using a second order polynomial
regression equation for each of the three sets of
observations. Subtracting these trends from each
of their respective sets of observations yielded the
residues plotted along the transect in figure 6abc.
The autocorrelation functions of these residues
shown in figure 7abc reveal that a spatial
dependence across at least 2 lags persisted after the
detrending process. In other words, values of each
of the observations were still related to those of their
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Figure 5. State-space analysis of scaled soil water
content data as a function of scaled soil water
content, scaled soil organic matter and scaled
clay content at location i-1 (a); correlation
between estimated and measured scaled soil
water content data of (a) (b).
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Table 2. State-space equations of soil water content (SWC) using the soil organic matter data (OM), clay
content data (CC), aggregate stability data (AS), and values of R? from linear regression between
estimated and measured values of SWC. All observations have been scaled using equation (3)

Equation

Coe

fficient of determination (R2)

SWC;

SWC;

swc;

SWC;

swc;

SWC;

SWC;

= 0.914SWC;j 1 + 0.0700M j 1 + 0.058CC .1 - 0.024AS;_ 1 + W;

= 0.882SWC;j_; + 0.0570M j_; + 0.080CC _; + W;
= 0.971SWC;j_; + 0.0610M j_; - 0.014As{_; + W;
= 0.768SWCj_; + 0.146CC ;1 - 0.096AS 1 + W;
= 0.961SWC;_; + 0.0530M j 5 + w;

= 0.900SWC;j_q + 0.100CCj_q + W;

= 0.924SWC;j_q + 0.083AS;_.1 + W;

0.797
0.836
0.803
0.907
0.854
0.887
0.882

0.080
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CLAY CONTENT (CC)
RESIDUES, g kgt

Figure 6. Soil water content residues distribution
(a); soil organic matter residues distribution,
(b); and clay content residues distribution,
meter by meter, along the 84 point transect (c).
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Figure 7. Calculated autocorrelation function

(ACF) for soil water content residues data (a);
soil organic matter residues (b); and clay
content residues data of figure 6¢ (c).

respective neighboring values.
revealed that three of the four series were spatially
crosscorrelated — aggregate stability, clay content
and organic matter. Although soil water content

Further analysis
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was autocorrelated, it was not crosscorrelated with Proceeding without the SWC series, we used the
any of the other variables. Hence, its spatial state-space analysis to describe the aggregate
variation cannot be related to the spatial variability  stability series in terms of clay content and organic

of AS, CC, and OM. matter (Figure 8 and Table 3). Using both series of
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Figure 8. State-space analysis of scaled original aggregate stability data: as a function of scaled original
aggregate stability, scaled clay content residues and scaled soil organic matter residues, all at location
i-1 (a); correlation between estimated and measured scaled original aggregate stability data of (a) (b);
as afunction of scaled original aggregate stability and scaled soil organic matter residues, all at location
i-1 (c); correlation between estimated and measured scaled original aggregate stability data of (c) (d);
as a function of scaled original aggregate stability and scaled clay content residues, all at location i-1
(e); and correlation between estimated and measured scaled original aggregate stability data of (e) (f).

Table 3. State-space equations of aggregate stability using the soil organic matter residues data, clay
content residues data, and values of R? from linear regression between estimated and measured
values of AS. All observations have been scaled using equation (3)

Equation Coefficient of determination R2
ASj = 0.598AS;j_q + 0.115CC;j_q + 0.2930M;_1 + W j 0.888
ASI = 0.781ASi_1 + OZZOOMI_l + W i 0.736
AS; = 0.911AS; 4 + 0.078CC;j_1 + W ; 0.687
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OM and CC yields the best description of aggregate
stability - the contribution of aggregate stability from
location i-1 was the smallest, and R2 was the
greatest. Moreover, we note that using OM rather
than CC in combination with AS yields a better
description of AS.

The results given in tables 1, 2 and 3 reveal that
spatial variations of OM and CC are significantly
related to variations of SWC and AS across the
measured transect. Because these state-space
equations are empirical, we only know that the
spatial variations of the various sets of observations
are related to each other, but we still have to identify
why they are related. In the future we shall learn
that physical or chemical laws can be incorporated
into state-space equations allowing for a more
judicious selection of adequate variables as input
information, and providing a more realistic
explanation of the local and regional spatial and
temporal processes occurring in a farmer’s field and
across the landscape. It is shown that the state-
space analysis under field conditions is able to
account for the underlying processes between
several variables in each and every local
neighborhood within a field. Using this analysis, it
is possible to identify a variable that relates to the
local behavior of several other variables and
stochastically quantify that relationship accounting
for both measurement and model errors. The
analysis presented here relates soil properties at
sites i to neighbors at sites i-1 and is a powerful tool
for precision agriculture, of potential importance to
farmers since it opens the possibility to examine
physical and chemical properties that affect the crop
yield within heterogeneous fields. Such an
examination gives them specific ideas about how to
better farm management, and consequently increase
crop production and simultaneously improve the
quality of the local environment.
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