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Prediction of declarative memory profile in panic disorder
patients: a machine learning-based approach
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Objective: To develop a classification framework based on random forest (RF) modeling to outline the
declarative memory profile of patients with panic disorder (PD) compared to a healthy control sample.
Methods: We developed RF models to classify the declarative memory profile of PD patients in
comparison to a healthy control sample using the Rey Auditory Verbal Learning Test (RAVLT). For this
study, a total of 299 patients with PD living in the city of Rio de Janeiro (70.9% females, age 39.9 6
7.3 years old) were recruited through clinician referrals or self/family referrals.
Results: Our RF models successfully predicted declarative memory profiles in patients with PD based
on RAVLT scores (lowest area under the curve [AUC] of 0.979, for classification; highest root mean
squared percentage [RMSPE] of 17.2%, for regression) using relatively bias-free clinical data, such as
sex, age, and body mass index (BMI).
Conclusions: Our findings also suggested that BMI, used as a proxy for diet and exercises habits,
plays an important role in declarative memory. Our framework can be extended and used as a
prospective tool to classify and examine associations between clinical features and declarative
memory in PD patients.

Keywords: Panic disorder; memory; cognitive dysfunction; random forest classification; Rey auditory
verbal learning test

Introduction

Anxiety disorders (AD) are the most common psychiatric
disorders with a lifetime prevalence of 33.7% in North
America.1 ADs are characterized by an excessive sense
of fear and dread of real or perceived threat based in the
past, present, or future.2 Panic disorder (PD) is a common
AD with a lifetime prevalence of about 1.6-2.2%.3 PD is
defined by recurrent unexpected panic attacks and
persistent concern about additional attacks or their
consequences. Symptoms of PD may include tachycar-
dia, sweating, trembling, difficulty breathing, feeling of
choking, chest pain, nausea, dizziness, derealization, fear
of losing control, fear of dying, and chills or hot flushes.2

PD is associated with short- and long-term verbal
memory problems4-7 that may have a neurochemical
etiology. Quagliato et al.8 recently found that proinflam-
matory cytokines and elevated kynurenine/tryptophan
ratio may lead to short-term auditory memory dysfunction.
However, research on memory problems in PD remains
limited and controversial.9

Declarative memory refers to the ability to store and
recall personal events and factual information.10 As such,
it may worsen anxiety through storage and recollection of
anxiety-provoking information11 and plays an important
role in learning healthy coping strategies and reframing
maladaptive beliefs.12 Further, declarative memory pro-
blems can negatively affect personal, professional, and
social functioning.13,14

Rapid advancement of computational processing
coupled with easier access to clinical and experimental
data have allowed digital health technologies to speed up
time between diagnosis and treatment of psychiatric
disorders.15 In this context, machine learning (ML) algo-
rithms have been successfully employed in several
research contexts and have shown promising results in
identification and prediction of complex psychiatric symp-
tomatology, supporting clinical and treatment decision-
making. Such applications include, for example, creation of
a risk calculator for attention deficit hyperactive disorder,16

prediction of treatment outcome in patients with depres-
sion,17 and identification of PD among other AD.18
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Random forest (RF) modeling is an ML technique that
builds a set of statistical models (multiple decision trees)
based on a given training dataset and can be used for
non-linear classification and regression analyses.19 RF
performs classification by using majority voting of target
output categorical variables with two or more levels. For
regression, RF models use averaging to make predic-
tions.20 Appealing features of RF include the small
number of adjustable parameters required, good perform-
ance with small datasets, scale invariance, and, gener-
ally, low sensitivity to overfitting.21 In addition, RF
regression calculates variable importance measures and
partial dependence, which are useful indicators of the
magnitude of influence of input variables and how they
are associated with output variables.22

The purpose of our study was to develop a classifica-
tion framework based on RF modeling to outline the
declarative memory profile of patients with PD compared
to a healthy control sample. In addition, we analyzed
associations between declarative memory and salient
features calculated by our RF model.

Methods

The overall design of this study is illustrated graphically in
Figure 1.

Panic disorder group

This is a cross-sectional study that includes data collected
between December 2017 and February 2020 from 304
participants diagnosed with PD. Patients were recruited
through clinician referrals or self/family referrals and were
excluded if they had any of the following conditions:
uncontrolled cardiovascular, endocrinologic, hematologic,
hepatic, renal, or neurologic diseases; autoimmune
conditions; chronic infections; history of liver abnormal-
ities; evidence of infection within 1 month of screening;
history of cancer, pregnancy, or lactation; history of
schizophrenia; active psychotic or depressive disorders;
substance abuse and/or dependence within the past
6 months; active eating disorder; obsessive-compulsive
disorder; or a score of less than 28 on the Mini-Mental
State Examination (MMSE).8

All patients were living in neighborhoods in the environs
of the Instituto de Psiquiatria, Universidade Federal do
Rio de Janeiro (UFRJ), and had been receiving anti-
depressant medication for at least 3 months prior to entry
into the study. Some patients also received adjunctive
benzodiazepine treatment. PD was diagnosed with a
structured clinical interview according to the DSM-IV-TR
administered by a trained psychiatrist or psychologist and
was independently confirmed by a senior psychiatrist. For
all participants, the following variables were assessed and
recorded: sex, age, level of education, body mass index
(BMI), the number of individuals residing in the patients’
home, socioeconomic status, caffeine consumption,
alcohol consumption, and cigarette usage.

Declarative memory assessment

Participants’ declarative memory was assessed using the
Rey Auditory Verbal Learning Test (RAVLT), a widely
used measure of learning, recall, and recognition memory
(RM). The RAVLT is composed of a list of 15 nouns (list
A) that are read out loud to the participant five times.
Following each repetition, the participant is asked to recall
as many words as possible and the number of correct
answers is summed (scores A1 to A5). After the fifth
attempt, an interference list with 15 different nouns (list B)
is read to the participant, who is then asked to recall it
(score B). Next, the participant is asked to recall the
words from list A (score A6) followed by a 20-minute
delay, after which the participant is asked to recall list A
again (score A7). This is immediately followed by an RM
test, during which the participant is asked to identify
words from list A when read aloud and intermixed with
nontarget words (15 from list A, 15 from list B, and 20
novel words) (Rec score).23,24

Control group sample data

Evaluation of RAVLT performance is based on compar-
ison with healthy normative data provided by the test
manufacturer that includes demographic and cultural
factors that may influence performance.25,26 We used
the normative data made up of a Brazilian sample of
n=302 males and females (62.6% male) ranging from
17 to 85 years old (50.6 6 15.9 years) with a range of 1 to
20 years of education (11.3 6 3.7 years). In this context,
a healthy population is defined as individuals who did not
exhibit any of the following conditions/factors: a history of
psychiatric disturbances or a current state of psychiatric
disturbance; diabetes, heart problems or any other related
pathological conditions; use of psychoactive drugs or
drugs known to have significant side effects that affect
memory function; or use of psychoactive drugs within the
past 12 months.24 The group mean (�xij ) and SD (sij) for
each i-th RAVLT score was grouped by age: 17-34 years,
34-49 years, 50-64 years, and 65-85 years.24 We used
these data to calculate 95%CI ½�xij±1:96sij= ffiffiffiffi

nj
p � for each

RAVLT score within each nj-size age group in the healthy
population.

Data preparation

We used the RAVLT scores of PD patients to additionally
compute a proactive interference (PI) score (B/A1),
a retroactive interference (RI) score (A6/A5), and a
forgetting speed (FS) score (A7/A6). We then classified
each of the variables (i.e., PI, RI, FS, and RM) as lower,
similar or higher based on whether they were below,
within, or above the 95%CI for the control group scores.
Incomplete entries (i.e., those missing information for any
variable) were removed from the dataset (n=5), resulting
in 299 participants in the consolidated dataset used to
develop our RF models.
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Random forests modeling

Classification

For classification, the consolidated dataset was split 70/
30, into training and test datasets respectively. Because
correlated predictors may affect estimation of importance
scores calculated by RF models, we initially ran an RF
recursive feature elimination (RFE) algorithm to perform
feature selection. RFE trains RF models iteratively, ranks
features, and removes those with the lowest ranking.
Also, since RFE reduces the importance of correlated
data, the algorithm favors selection of uncorrelated
features.27 Ten-fold cross-validation with five repeats
was used to build the control object used in the RFE
algorithm, which was run for each target variable.

The class proportion for each target variable in the
training dataset is imbalanced, which can result in biased
classification in favor of the majority class. Thus, we used
a synthetic minority oversampling technique (SMOTE)
to artificially balance the ratio between classes at a
proportion of 1:1:1, using the number of samples of the
majority class as a reference.28 Since the sample size of
the majority class varies depending on the target variable,
the final balanced datasets have different sizes and are
larger than the original training dataset.

To assess the performance of RF classifiers, we
computed the generalization error obtained by out-of-
bag (OOB) samples from the training dataset, the

Matthew correlation coefficient (MCC), and the multiclass
area under the curve (AUC) from its receiver operating
characteristic (ROC) curve, which are calculated based
on the test dataset.29 The OOB samples are observations
that are not bootstrapped to train an RF model and are
used as an internal validation dataset to estimate the
accuracy of that model.19 In addition, the OOB error is a
convenient approach to internally evaluate RF models
without performing a cross-validation procedure.30 The
MCC has recently been recommended as one of the best
evaluation methods for binary and multi-class classifica-
tion tasks in addition to its statistical reliability and infor-
mative score over the most popular F1-score and
accuracy. The MCC ranges from -1 to 1, where 1
indicates perfect classification and -1 indicates perfect
misclassification.31 Finally, the ROC curve represents the
compromise between true positive rate (sensitivity) and
false positive rate (1-specificity) ranging from 0 to 1.
Hence, the AUC is a threshold-independent metric
commonly used to evaluate classification performance.32

Regression

Using RF models to conduct regression can be useful for
analyzing partial dependence plots (PDP). In non-linear
regression methods like tree-based models, the associa-
tion between input and output variables is not straightfor-
ward, making direct statistical inference more complex.22

PDP were proposed by Friedman33 as a method for

Figure 1 Graphical illustration of the study design. A) Consolidation of information collected from panic disorder (PD) patients
and normative data provided by the Rey Auditory Verbal Learning Test (RAVLT) manufacturer, collected from healthy controls.
B) Modeling process. For classification, the dataset was split into training (70%) and test (30%) datasets; after feature selection
and synthetic minority oversampling technique (SMOTE) implementation, the balanced dataset size (n’) is different and larger
than the original training dataset because all minority classes were oversampled to the size of the majority class. The same
features previously selected were used for regression but using the same samples as the consolidated dataset. The steps in
the classification and regression boxes were repeated for each target variable. AUC = area under the curve; c-ICE = centered
individual conditional expectation; MCC = Matthew correlation coefficient; OOB = out-of-bag; PDP = partial dependence plots;
RF = random forest; RMSPE = root mean squared percentage error.
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visualizing the marginal effect of input variables on
predicted output of any ML model. Thus, PDP analysis
helps to identify and describe associations between input
features and outcome variables. However, the reliability
of PDP interpretation is limited by the assumption of
independence between variables. Thus, use of uncorre-
lated variables selected by the RFE algorithm aims to
improve the dependability of PDP analysis. Since the
RAVLT scores are correlated to their correspondent
classes for simplicity, for regression we used the same
RFE-selected variables used as input features in the
classification task.

One weakness of PDP is that it may mask hetero-
geneous relationships derived from feature interactions.
In such cases, individual conditional expectation (ICE)
plots may be useful to correctly interpret PDP.34 ICE plots
show dependence of prediction for each observation
separately (i.e., one line per observation that represents
how the prediction of that instance changes when a
feature changes). Thus, PDP are the average of the lines
of an ICE plot built from each observation or subset of
observations from the dataset. We used PDP from
centered ICE plots (c-ICE) to clarify the behavior of the
RF regressions and provide a more accurate interpreta-
tion.34 B/A1, A6/A5, A7/A6, and Rec scores were set as
target variables in the RF regression models.

To evaluate the accuracy and the goodness-of-fit of
each regression, we computed the root mean squared
percentage error (RMSPE) and the pseudo-R2 coefficient.
RMSPE is the square root of the average of the squared
errors expressed as a percentage. The closer RMSPE is
to 0, the more accurate the regression model. Pseudo-R2

can be used to evaluate the extent to which the variance
of the data can be explained by the model and is
particularly useful when R2 cannot be used (e.g., to
assess fit of nonlinear models).35

Implementation

All analyses and models were implemented using the free
R language (version 4.1.3) on the RStudio platform
(version 2022.02.0). The number of trees parameter
(ntree) was set to 500 and optimal split (mtry) was set
to 2. The code and dataset are publicly available at the
project’s Open Science Framework page and can be
accessed at https://osf.io/ckg37/.

Ethics statement

Written informed consent was obtained prior to participa-
tion in the study, which was approved by the research
ethics committee at UFRJ. This study was performed
according to the ethical standards defined in the
Declaration of Helsinki.

Results

Table 1 summarizes descriptive statistics for the RFE-
selected features of our PD patients after data prepara-
tion. Except for BMI and age, in PI and RM prediction

respectively, all features were significantly different
between groups to p o 0.01.

Performance indicators for each RF model are reported
in Table 2. For PI and RI, the RFE algorithm selected age,
BMI, socioeconomic status, and level of education as the
most important and uncorrelated input variables. In
addition to the same aforementioned features, FS and
RM were used for training the number of people with
whom each patient lived. According to multiclass AUCs
and MCCs, our models made the correct classification in
100% of cases. OOB errors were extremely low, even in
the worst case (0.57%, for RM prediction). Regarding
regression, the overall goodness-of-fit was very high, with
a lowest pseudo-R2 of 98.4%, for RM score prediction,
and a highest RMSPE of 9.64%, for PI score prediction.

Because some of our predictor variables are vulnerable
to social and cultural bias (e.g., educational level, socio-
economic status), we evaluated the ability of our modeling
approach to classify tasks using objective variables (i.e.,
sex, age, and BMI) (Table 2). Even with reduced
classification performance in comparison to the previous
models that included potential for bias, the highest OOB
error in the retrained model was 11.6%, and the lowest
AUC and MCC were 0.979 and 0.852, respectively. As for
regression, the goodness-of-fit was at least 94.5% and
the highest RMSPE was 17.2%, for PI score prediction.

Finally, PDP and ICE/c-ICE plots for PI, RI, FS, and RM
are shown in Figure 2. From the original set of variables
used in the classification task, only age and BMI are
presented because they were the two most important
continuous features according to the RFE algorithm.

Assuming uncorrelated features, the initial interpreta-
tion of the PDP and c-ICE plots is straightforward: the
flatter the line in these plots, the less that feature influ-
ences the prediction. Figure 2 shows that the age feature
has a clear influence across RAVLT scores. Based on the
behavior of the c-ICE curves and their corresponding
PDP, a clear declining trend is observed in PI, RI, and RM
with respect to the age of patients with PD. Notice that
inferences cannot be made from c-ICE plots and PDP
outside of the range of the sample (i.e., ages beyond
the range 22-52 years and BMI beyond the range 19.1-
25.4 kg/m2).

Discussion

The purpose of this study was to develop a tool to help
clinicians screen for declarative memory impairments in
people with PD. To do this, we created an ML-based
model that advances existing classification/regression
approaches by identifying complex relationships between
clinical features and declarative memory measures based
on RAVLT scores. To the best of our knowledge, this is
the first study to predict declarative memory profiles in
patients with PD using ML modeling.

Our findings suggest that, in general, our models were
able to predict PI, RI, FS, and RM status in persons with
PD based on age, BMI, socioeconomic status, level of
education, and the number of people each patient lives
with. The classification models were highly predictive
(AUCs and MCCs equal to 1.00) regardless of whether
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patients with PD had lower, similar, or higher RAVLT
scores in comparison to a healthy control sample. Also,
the regression models had excellent goodness-of-fit
(pseudo-R2 ranging from 98.4 to 99.6%) and a relatively
low error rate (RMSPE ranging from 1.61 to 9.64%) in
predicting the RAVLT scores. Interestingly, the models
retrained with just the features sex, age, and BMI
displayed lower but still good performance in classification
(AUCs from 0.979 to 1.00, MCCs from 0.852 to 1.00) and
regression (pseudo-R2 from 94.5 to 98.6%, RMSPE from
1.69 to 17.2%). Although the predictive performance of
our model declined due to removal of important RFE-
selected features, our unique approach using only three
objective features yielded good predictive results, espe-
cially when compared to similar approaches in the
literature.17,18,32

Based on the PDP and c-ICE plots (Figure 2), age had
a clear influence on all aspects of declarative memory in
our study as measured by the RAVLT, a finding observed
in previous research with healthy populations.24-26,36 Age-
related decline was observed in PI, RI, and RM in patients
with PD. Interestingly, our results suggest that FS
increases from 45 to 50 years of age, but it remains to
be seen if this trend continues for older ages.

Despite most study participants having healthy BMI
(19.1-25.4 kg/m2), our regression model captured the
relationship between this feature and declarative memory.
The associations between BMI and PI and FS were
reliably interpretable in the PDP and c-ICE plots, whereas
the associations between BMI and RI and RM were too
variable to interpret. In addition, we found trends in our
analyses beyond what could be captured in our repre-
sentative sample that suggest performance declines in PI
and FS as BMI increases. Specifically, findings showed
that PI is average for patients within the normal BMI range
(20-25) and suggested that it declines as BMI exceeds
this range. Similarly, FS was average for patients within
the normal BMI range, but results suggested that it
decreases as BMI increases beyond this range. A large
body of research has identified a negative association
between weight and cognitive functioning.37,38 Most
studies to date, however, have focused on the effect of

obesity-related neuroinflammation on cognitive function-
ing. For example, Loprinzi & Frith38 identified morpho-
logical brain changes, insulin resistance, neuroinflamma-
tion, hypertriglyceridemia, elevated glucocorticoids, and
cerebral metabolites as underlying mechanisms of obe-
sity-related memory impairments. In line with findings
from these studies, our results corroborate the associa-
tion between elevated BMI, which reflects dietary and
exercises habits, and declarative memory.

Given the simplicity of our framework, it could be further
validated and used by a wide range of health profes-
sionals in a variety of settings (e.g., psychiatric care
centers, nursing homes, primary health care institutions,
etc.). As is true for any psychiatric assessment tool, ours
is meant to be used as part of a comprehensive
psychiatric/neuropsychological evaluation and should
not be used in isolation to diagnose or treat declarative
memory impairments in PD. Nevertheless, we believe our
tool provides a relatively inexpensive and efficient method
of detecting memory dysfunction in patients with PD.

Limitations of our study include the fact that our model
is based on data from different cross-sectional studies to
represent PD and healthy groups. Although this may not
interfere with the modeling aspect, it may lead to biased
prediction due to selection bias and confounding factors
such as use of antidepressants by PD patients. Second,
our PD sample size is relatively small, but it has been
shown that RF models in general have good predictive
performance even with limited sample size and that the
predictive improvement achieved by increasing sample
size is limited.21,39 Also, our models were developed for a
highly specific population in a single Brazilian city, which
may limit their validity if used in other settings. However,
our study design and framework can be used for larger
sample sizes and different populations, since the general-
izability of ML models is boosted as the training dataset
variability increases.40 Thus, a larger sample size would
improve the robustness of classification and regression
tasks and provide a more extensive and well-distributed
sample for features, especially age and BMI. We
encourage further multicenter studies with larger sample
sizes representing a greater variety of populations.

Table 2 Performance evaluation of RF classification and regression models

RF classification RF regression

Input feature/Target variable OOB error (%) AUCw MCC RMSPE (%) Pseudo-R2 (%)

RFE-selected variables
PI (B/A1) 0.00 1.00 1.00 9.64 98.7
RI (A6/A5) 0.33 1.00 1.00 1.61 99.6
FS (A7/A6) 0.28 1.00 1.00 3.12 98.6
RM 0.57 1.00 1.00 1.81 98.4

Age, sex, and BMI
PI (B/A1) 8.41 0.996 0.913 17.2 95.9
RI (A6/A5) 11.6 0.979 0.852 5.28 95.1
FS (A7/A6) 3.67 0.994 0.855 6.23 94.5
RM 0.287 1.00 1.00 1.69 98.6

AUC = area under the curve; BMI = body mass index; FS = forgetting speed; MCC = Matthew correlation coefficient; OOB = out-of-bag; PI =
proactive interference; RF = random forest; RFE = recursive feature elimination; RI = retroactive interference; RM = recognition memory;
RMSPE = root mean squared percentage.
wMulticlass AUC, as defined by Hand & Till.29
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Figure 2 Partial dependence plots (PDP) (yellow lines) and centered individual conditional expectation (c-ICE) plots (black
lines) of the effects of the features age and body mass index (BMI) on target variables (A) proactive interference (PI), (B)
retroactive interference (RI), (C) forgetting speed (FS), and (D) recognition memory (RM) (from top to bottom). Note: Increase
in FS indicates a decline in performance.
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To improve the reliability of ML algorithms in classifying
cognitive changes or states in patients with PD, we
strongly suggest use of a control group in the same study.
In addition to the classification task, interpretable ML
algorithms such as RF are recommended because they
allow for analysis of complex relationships between
features and target variables.

In conclusion, we developed a novel, multi-class, highly
accurate ML-based tool to help healthcare professionals
identify declarative memory dysfunction in patients with
PD. Our tool is in line with new applications in the field of
computational and precision psychiatry and has shown
excellent results based on internal validation. Findings
from this study should be externally validated in future
research with different and larger populations from
various clinical settings in order to improve our model’s
robustness and increase its generalizability.
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Elsevirer; 2019. p. 505-32.

14 Cubillas CP. Declarative memory. In: Vonk J, Shackelford T, editors.
Encyclopedia of animal cognition and behavior. Cham: Springer
International Publishing; 2017. p. 1-5.

15 Bzdok D, Meyer-Lindenberg A. Machine learning for precision psy-
chiatry: opportunities and challenges. Biol Psychiatry Cogn Neurosci
Neuroimaging. 2018;3:223-30.

16 Caye A, Agnew-Blais J, Arseneault L, Gonçalves H, Kieling C,
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